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( a x )  depends on the products of the amplitudes for 
the two a= eigenstates. 

In the third approach the wave packets corres- 
ponding to the two spin states are shifted relative to 
each other by 6NsE in space and TNS E in time. 

It is important to note that the basic concepts of 
spin echo are only valid to first order in the velocity 
and angular spreads of the incoming and scattered 
beams. Studies of the possibilities of extending the 
technique to second order, so as to e.g. enable the 
focussing of excitations with curved dispersion rela- 
tions are in progress [8]. 

We will see that while all three pictures give the 
same physical result to first order, the detailed 
behaviour is quite different in each case. It is our 
hope that this will give some insights both into the 
operation of an NSE spectrometer with tilted fields 
and into the difference between classical and quan- 
tum mechanics. 

Presently, there are two different types of spin 
echo techniques in use. One using static magnetic 
fields [1] and the second using resonant spin flip- 
pers called neutron resonance spin echo [9]. In this 
work, we will limit the discussion to the first variant 
(NSE), but the results apply to the second variant 
(NSRE) as well. The ideas discussed here have been 
presented previously in an abbreviated form [10]. 

2. Neutron spin echo for quasi-elastic scattering 

2.1. Introduction 

Quasi-elastic scattering is a scattering process in 
which the energy change is considered to be small 
compared to the energy of the incoming neutrons. 
As already mentioned, a great advantage of NSE is 
that the width of the incoming beam can be signifi- 
cantly larger than the energy transfer due to scat- 
tering, thus relaxing the normally tight relation 
between resolution and intensity. 

2.2. Classical model  o f  Larmor  precess ion and  N S E  

We present a simplified model of NSE which 
contains all the main features but is different in 
some details from existing spectrometers [1]. 
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Fig. 1. Schematic layout of a spin echo spectrometer. The fields 
are oppositely directed in the two field regions, LI and L2. The 
spins are assumed to preserve their orientation while travelling 
through the field boundaries (sudden approximation). 

We assume that neutrons of velocity v directed 
along the y direction and polarized along the x di- 
rection, enter a region of length L, containing 
a magnetic field B1 pointing in the z direction 
(Fig. 1). The neutrons spend a time (L1 /v l )  in the 
magnetic field, during which time they precess 
through an angle ¢1: 

209(z1)L1 
¢1 - - - ,  (2.1) 

/)1 

where the Larmor frequency is given by 

09[ 1) = 209z- (1) = 2#B1/h.  (2.2) 

After leaving the field region the neutrons im- 
pinge on a sample where they can be scattered to 
different final energies. Some of the scattered neu- 
trons enter a second field region where the field is 
effectively in the opposite direction to that in the 
first region so that in the second region the spins 
precess by 

209(z2)L2 
q52 - (2.3) 

/)2 

Taking B1 = B2 = B, L1 = L2 = L we have for 
the net spin precession after traversing both field 
regions 

[ J ~b=q~l +¢2=209zL  1 1 . 
/)1 /)2 

Assuming v2 = vl + By, 5v<<vl, we have 

I d~b ] 209z L 

(2.4) 

(2.5) 

and with the neutron energy transfer defined by 

m (v z _ vZl) = mvx 5v (2.6) 
= 5- 
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Neutron Spin Echo Spectrometer 

If elastic scattering and the two arms are exactly symmetric à ϕ = 0  

Quasi-elastic scattering à   
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Problem: Asymmetries in NSE 

  Φ≠0 
if the symmetry in the two arms  

is broken!   

v  Different trajectories in the two arms  è different phase accumulation 
                   
                  è Different time spent in each arm 
 
        è Different magnetic field experienced, 

                                                                       (magnetic field inhomogeneities) 

(e.g. no corrections on) 



         

Resolution in NSE 

STRATEGY         Reduce the inhomogeneities  
                            by designing the magnetic field  
                            as homogeneous as possible 

The last resolution is achieved by 
reduction of magnetic field 

inhomogeneities through correction 
coils, but…  

Resolution è1    for ϕidealà0  

Pecho ~ R * S(q,t)/S(q) 



         

The magnetic field integral functional 

integral di↵erences due to field variations between axis-parallel paths with
di↵erent radial distance from the solenoid axis.

The axial magnetic field dependence B(z) along the symmetry and beam
axis determines the field pattern in the surrounding beam area since Maxwell’s
equations imply r · ~B = 0 everywhere and r⇥ ~B = 0 outside current zones
(i.e. solenoid windings). Using the natural cylindrical coordinate system for
a solenoid field with z-axis along the solenoid axis, Taylor expansion with
observation of Maxwell’s equations yields the longitudinal B

z

and the radial
B

r

components of the field in the region around the axis [1, 14] , as a function
of only the field along the coil axis (B

z

(z, 0))
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The expansion approximates ~B for points (z, r) in the beam with r ⌧ R,
where R is the inner radius of the solenoid.

Let L be the length of the arm, the field integral is defined as

J =

Z
L

| ~B|dl. (3)

We assume that inside the beam area B
r

(z, r) ⌧ B
z

(z, r) holds and that
an expansion of the square root of | ~B| in B

r

(where B
r

= B
x

+ B
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) is well
enough justified. With equations (1) and (2) in Eq. (3) keeping only the
quadratic terms in r [12], the field integral J becomes
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where, B
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(z) is the value on the axis and @
z

stands for @/@z. For a trajectory
with inclination ✓ and a starting point at distance r

0

from the axis, r(z) =
r
0

+ z tan ✓ and by inserting in Eq. (4) and expanding
p
1 + tan2 ✓ ' 1 +

(1/2) tan2 ✓ we get
J = J

0

+Hr2
0

+G tan2 ✓ (5)

6

with

J
0

=

Z
L/2

�L/2

dz B
z

(z), (6)

H =

Z
L/2

�L/2

dz �(z), (7)

G =
J
0

2
+

Z
L/2

�L/2

dz z2�(z). (8)

Equation (5) shows that the relative inhomogeneity (J � J
0

)/J
0

increases
with the diameter and the divergence of the beam.

The solution B / cos2(z) of Zeyen and Rem [12] is based on the idea
that an optimal function for the magnetic field exists that minimizes the
term H and yields a reduced inhomogeneity �J = J � J

0

. The term H (7)
is minimized under the constraint of a constant field integral (J
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Zeyen & Rem and the idea of FIELD SHAPING 
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The design strategy of the new coils for J-NSE 

1 – A new semi-analytical derivation of the optimal magnetic field 
shape that minimizes the field integral inhomogeneity and a 
derivation of the lower bound for the inhomogeneity. 

 
 
2 – A numerical optimization of the coil geometry of standard NSE. 



         

Our approach 

1 – We consider also asymmetric beam configurations 

coil 

flipper flipper 

coil 

flipper flipper 

Zeyen & Rem 



         

What is new in our approach? 

1 – We consider also asymmetric beam configurations 

coil 

flipper flipper 

2 – We average over all possible neutron trajectories  
before minimizing 

3 – We minimize all the terms in the leading order of the 
magnetic field integral inhomogeneity      
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To be minimized 

This value is independent from the diameter of the magnets. For a length L
of 4 m, a divergence of the beam of ±1.4� and an o↵set r
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for the first and the second term 123 ppm and 394 ppm, respectively.
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yield �(z) ⌘ 0, which would eliminate the first order of all field inhomogeneity
influences and would only leave the e↵ect of the path length variations within
the divergent beam.

However, each of these solutions can only meet the boundary condition
of B

z

= 0 at z = ±L/2 on one side of the beam path while the other side
exhibits a prohibitive large field value. Combining both solutions and joining
them together inside –i.e. in the middle– of the path would indeed result zero
contribution coming from both (±) terms over nearly the complete path;
however at the joining point a cusp would occur and the function describing
the magnetic field would not be analytic anymore. This singularity or any
smoothed approximation of it at the joining point contributes a finite value
to the integrals, e.g. a cusp-like feature at at z = 0 would add 2B

0

/L to H.
Here we present an extension of the optimization of (4) for divergent

beam paths connecting a small sample area with a large detecting area. It
aims at the minimization of the entire functional
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+ z tan ✓)2 and h· · · i denotes the average over the path
parameters r
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and ✓ within the beam defining path ensemble.
Di↵erently from the derivation of Eq. (11), we minimize the combined

influence from both the terms H and G of Eq. (5). Moreover, we keep
here also the mixed term (z r

0

tan ✓) which also accounts for the asymmetry
between sample and detecting areas (see Appendix).
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Integral functions of Bz(z) 

for points (z, r) in the beam with r ⌧ R, where R is the inner radius of the
solenoid. The radial component of the field along the axis is zero, B

r

(z, 0) =
0.

We consider a neutron trajectory passing through one arm of the sec-
ondary spectrometer with inclination ✓, similar to figure 1. Let L be the
length of the arm. Inside the beam area it holds that B

r

(z, r) ⌧ B
z

(z, r)
and an expansion of the square root of | ~B| in B

r

(where B
r

= B
x

+ B
y

)
becomes possible. After substituting equations (2) and (3) in Eq. (1) and
after keeping only the quadratic terms in r [11], the field integral J becomes
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where, for sake of simplicity, we omitted that B

z

is calculated for r = 0; @
z

stands for @/@z. In order to account for the contribution of the trajectories
with an inclination ✓ from those that are horizontal and at a distance r

0

from
the axis, r2 can be substituted with r2

0

+ z2 tan2 ✓ [11] and
p
1 + tan2 ✓ can

be expanded in tan2 ✓. The result is [11]
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Equation (5) shows that the relative inhomogeneity (J � J
0

)/J
0

increases
with the diameter and the divergence of the beam.

The solution B / cos2(z) of Zeyen and Rem [11] is based on the idea
that an optimal function for the magnetic field exists that minimizes the
term H and yields a reduced inhomogeneity �J = J � J

0

. The term H (7)
is minimized under the constraint of a constant field integral (J

0

= const)
and under the boundary conditions B

z

= 0 and @
z

B
z

(z) = 0 at ±L/2. In
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term H and yields a reduced inhomogeneity �J = J � J

0

. The term H (7)
is minimized under the constraint of a constant field integral (J

0

= const)
and under the boundary conditions B

z

= 0 and @
z

B
z

(z) = 0 at ±L/2. In
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This value is independent from the diameter of the magnets. For a length L
of 4 m, a divergence of the beam of ±1.4� and an o↵set r

0

of 2 cm, one finds
for the first and the second term 123 ppm and 394 ppm, respectively.

It was briefly discussed in [15] that the quadratic functions

B
2

(z) = B
0

✓
1± 2

L
z

◆
2

(14)

yield �(z) ⌘ 0, which would eliminate the first order of all field inhomogeneity
influences and would only leave the e↵ect of the path length variations within
the divergent beam.

However, each of these solutions can only meet the boundary condition
of B

z

= 0 at z = ±L/2 on one side of the beam path while the other side
exhibits a prohibitive large field value. Combining both solutions and joining
them together inside –i.e. in the middle– of the path would indeed result zero
contribution coming from both (±) terms over nearly the complete path;
however at the joining point a cusp would occur and the function describing
the magnetic field would not be analytic anymore. This singularity or any
smoothed approximation of it at the joining point contributes a finite value
to the integrals, e.g. a cusp-like feature at at z = 0 would add 2B

0

/L to H.
Here we present an extension of the optimization of (4) for divergent

beam paths connecting a small sample area with a large detecting area. It
aims at the minimization of the entire functional

h�J [B(z)]i =h
⇣p

1 + tan2 ✓ � 1
⌘
iJ

0

+ h
p

1 + tan2 ✓

Z
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' htan2 ✓i G+ hr2
0

i H + h2r
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tan ✓i U, (15)

with

U =

Z
L/2

�L/2

z�(z)dz, (16)

where r2(z) = (r
0

+ z tan ✓)2 and h· · · i denotes the average over the path
parameters r

0

and ✓ within the beam defining path ensemble.
Di↵erently from the derivation of Eq. (11), we minimize the combined

influence from both the terms H and G of Eq. (5). Moreover, we keep
here also the mixed term (z r

0

tan ✓) which also accounts for the asymmetry
between sample and detecting areas (see Appendix).

8

This value is independent from the diameter of the magnets. For a length L
of 4 m, a divergence of the beam of ±1.4� and an o↵set r

0

of 2 cm, one finds
for the first and the second term 123 ppm and 394 ppm, respectively.

It was briefly discussed in [15] that the quadratic functions

B
2

(z) = B
0

✓
1± 2

L
z

◆
2

(14)

yield �(z) ⌘ 0, which would eliminate the first order of all field inhomogeneity
influences and would only leave the e↵ect of the path length variations within
the divergent beam.

However, each of these solutions can only meet the boundary condition
of B

z

= 0 at z = ±L/2 on one side of the beam path while the other side
exhibits a prohibitive large field value. Combining both solutions and joining
them together inside –i.e. in the middle– of the path would indeed result zero
contribution coming from both (±) terms over nearly the complete path;
however at the joining point a cusp would occur and the function describing
the magnetic field would not be analytic anymore. This singularity or any
smoothed approximation of it at the joining point contributes a finite value
to the integrals, e.g. a cusp-like feature at at z = 0 would add 2B

0

/L to H.
Here we present an extension of the optimization of (4) for divergent

beam paths connecting a small sample area with a large detecting area. It
aims at the minimization of the entire functional

h�J [B(z)]i =h
⇣p

1 + tan2 ✓ � 1
⌘
iJ

0

+ h
p

1 + tan2 ✓

Z
L/2

�L/2

r(z)2�(z)dzi

' htan2 ✓i G+ hr2
0

i H + h2r
0

tan ✓i U, (15)

with

U =

Z
L/2

�L/2

z�(z)dz, (16)

where r2(z) = (r
0

+ z tan ✓)2 and h· · · i denotes the average over the path
parameters r

0

and ✓ within the beam defining path ensemble.
Di↵erently from the derivation of Eq. (11), we minimize the combined

influence from both the terms H and G of Eq. (5). Moreover, we keep
here also the mixed term (z r

0

tan ✓) which also accounts for the asymmetry
between sample and detecting areas (see Appendix).

8



         

A parametrization for B: 

The problem of minimizing ΔJ at constant J0… 

…translates into the diagonalization of a matrix!  

We need an Ansatz for the magnetic field that fulfills the boundary con-
ditions on both B

z

and its derivative at L = ±L/2 and has no sign changes.
We define B

z

as
B

z

(z) = B
0

y(z)2, (17)

with the constraint that y(±L/2) = 0, thus the conditions B
z

(±L/2) = 0
and @

z

B
z

|±L/2

= 0 are satisfied. Further this Ansatz has the big advantage
that when inserted into Eq. (4) it yields a simple bilinear expression �(z) =
�(B

0

/2) y(z)y00(z). We parametrize the function y(z) through the coe�cients
of a Fourier series

y(z) =
NcX

i=1

c
2i�1

cos
h
(2i� 1)

⇡ z

L

i
+

NsX

i=1

c
2i

sin
h
2i
⇡ z

L

i
. (18)

Eq. (18) yields the cosine-square solution of Zeyen and Rem if only the
coe�cient a

1

= 1 is nonzero. We shift the integration path from 0 to L and
rewrite the function y(z) in a more compact form

y(z) =
NX

i=1

a
i

sin
h
i
⇡ z

L

i
, (19)

with N determining the degree of spatial resolution. The terms representing
the integrals G =

P
i,j

g
i,j

a
i

a
j

, H =
P

i,j

h
i,j

a
i

a
j

and U =
P

i,j

u
i,j

a
i

a
j

in Eq.
(15) can be expressed in simple bilinear forms of the coe�cients.

In order to determine the optimum Fourier coe�cients of the series Eq.
(19) that minimize the functional (15) we observe that

h�Ji '
NX

i,j

C
i,j

a
i

a
j

(20)

with
C

i,j

= htan2 ✓ig
i,j

+ hr2
0

ih
i,j

+ h2r
0

tan ✓iu
i,j

(21)

or in the scaled version with length independent coe�cients �, ⌘ and ⌫

C
i,j

L
= htan2 ✓i �

i,j

+
hr2

0

i
L2

⌘
i,j

+
h2r

0

tan ✓i
L

⌫
i,j

. (22)
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�
i 6=j

= 2
(�1)i+j j3i

(j � i)2 (j + i)2
(24)

and

⌘
i,j

= �
i,j

1

4
i2⇡2 (25)

and finally for the mixed term

⌫
i,i

=
1

8
i2⇡2 (26)

⌫
i 6=j

=
j3i

h
(�1)i+j � 1

i

(j � i)2 (j + i)2
. (27)

The condition that the field integral J
0

must stay at a finite fixed value
is introduced through the Lagrange parameter � into the target function
M({a

1

, · · · a
N

})

M({a
1

, · · · a
N

}) = h�Ji � �J
0

= L
NX

i,j


C

i,j

� �
1

2
B

0

�
i,j

�
a
i

a
j

, (28)

since the field integral J
0

is given by

J
0

= B
0

L
NX

i=1

1

2
a2
i

. (29)

The minimization of Eq. (28) is then equivalent to finding the eigenvector
a = {a

1

, · · · a
N

} of the matrixC = [C
i,j

] with the smallest positive eigenvalue.
Figure 2 shows the optimum shapes of the magnetic field for di↵erent

asymmetry of sample and detecting area as entered by the corresponding
values for hr2i, htan2 ✓i and hr tan ✓i.

The calculations were performed for r
sample

= 2 cm, r
detector

= 10 cm.
These values take into account for neutron trajectories starting from any
point inside the radius r

sample

at z = 0 (sample position) and ending at any
point inside a radius between r

sample

and r
detector

at L = 4 m (the detector
position), see also Appendix.

Here it is noteworthy that the emerging shape of the magnetic field
somehow resembles a smoothed version of the piecewise combination of the
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The optimum shape tends to be asymmetric! 
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A lower bound for the inhomogeneity 
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Figure 3: Evaluated eigenvalues (Eq. (28)) for the set of N total number of Fourier
coe�cients in y(z) that minimize Eq. (15) for L = 4, r

sample

= 0.02 m and r
detector

=
0.1 m. The mean values for r

0

and tan ✓ are derived in the Appendix. The case N = 1
corresponds to the case with only one cosine in y(z) like the solution of Zeyen and Rem.

parabolic shapes of Eq. (14) with the cusp at the tip of the triangle. The
degree of cusp smoothing obviously represents the compromise between the
zero contribution of the pure parabola shape and the large additional term
caused by the naked cusp. For a given beam width the relative intrinsic
inhomogeneity (h�Ji/J

0

= �) decreases with the number of the Fourier co-
e�cients and it reaches a plateau for a total of N > 4 coe�cients, figure 3.
The relative intrinsic inhomogeneity scales quadratically with the inverse of
L (h�Ji/J

0

/ L�2) as immediately follows from Eq. (22) if we observe that
for a given size of sample and detection area tan ✓ / 1/L.

The definition of the field integral relative inhomogeneity as the mean
value of �J is justified is this approach because all the deviations from the
reference value J

0

have the same positive sign. However, in other approaches
the inhomogeneity is calculated as the root mean square (RMS) di↵erences

h�Ji
RMS

=
p

h�J2i � h�Ji2. (30)
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For a direct comparison with the values from our numerical simulations in
the following chapters we calculate the RMS for the semi-analytical solution.
We need to evaluate

h�J2i =hr4
0

iH2 + htan4 ✓iG2 + h(2r
0

tan ✓)2iU2 + 2hr2
0

tan2 ✓iGH

+2h2r
0

tan3 ✓iGU + 2h2r3
0

tan ✓iHU, (31)

the expressions for the mean values h...i are reported in the Appendix. We
find for the relative inhomogeneity h�Ji

RMS

/J
0

' 215 ppm.

3. Previous work and existing systems

Up to now the (limited number of) high resolution spin-echo spectrom-
eters, that all are of the generic IN11 (solenoid) type except one, were not
explicitly optimized with respect to field integral inhomogeneity. The excep-
tion is the iNSE instrument at the JRR3 in Tokai, which used the optimized
coil shape from the analytic optimization of Zeyen and Rem [12]. The others
(IN11, IN15, MESS, J-NSE, SNS-NSE) are based on cylindrical solenoids
as main elements, eventually combined with some additions to reduce the
fringe field at certain positions or regions. In general a larger solenoid diam-
eter leads to lower field integral inhomogeneity but also to a larger and more
extended fringe field and also to increased investment and operation costs.
This trend can be recognized in figure 4 and table 1 where the somewhat
more narrow bore of the (original old version) of IN11 leads to larger integral
spread than for the other instruments. It is also interesting to note that the
optimized shape of Zeyen that has been realized in the iNSE spectrometer
slightly surpasses the homogeneity properties of the instruments with up to
2 times larger inner bore. A practical advantage of this type of winding
is (mainly due to the smaller diameter) the lower weight and power con-
sumption, however, on the expense of a more complicated winding scheme.
Besides the theoretical field integral inhomogeneity values that are derived
for perfect cylindrical coils or an arrangement of those in a real spectrome-
ter additional variations may occur due to imperfections of the winding. In
particular if the 1-2 cm thick copper “wire” is used as is the case for the
normal conducting solenoids. Superconducting coils can be made of 1 mm
wire with a better geometrical approximation of the perfect coil shape. In
superconducting systems, however, the hysteresis e↵ects due to trapped flux
in the wires needs special attention. But the SNS coils [6] demonstrate that
the latter have no adverse e↵ect on the instrument performance.
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For L=4m, r0=2cm and rπ/2= 10cm 



         

-  Low inhomogeneity 
-  Weak stray fieldèFull compensation 
-  No depolarization 
-  Low field at the flippers and  
    at the sample 

Optimized :  
Dimensions 
Winding Nr. 
Radius… 

Starting 
coil 

configuration 
 

Target 
Function & 
Constraints 

Result: optimized  
working 

configuration 

Modified operational program  
for the optimization of the coil geometry 

from semi-analytical 
solution                   è 



         

Full compensated coils 

 weaker stray fields 

possible with superconducting coils 



         

old 

new 

intrinsic field 
integral 
deviations 

New optimized field shape 
for J-NSE by 
superconducting 
compensated coil set (5 x 2) 



         

Requirements for a functioning NSE à ~1ppm homogeneity 

Correction coils still needed 

The need for Correction coils 
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Fresnel correction coils 

0 
0 0.05 r/m 0.10 

Fig. 22. Cutting scheme with oblique cuts. 

Fig. 23. Scheme with oblique cuts. View onto a virtual cut along the diameter of 
the correction element. 

Fig. 24. Cutting scheme with oblique cuts, first mechanical test for a small (100mm 
diameter) correction coil. 
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0 0.2 0.4 0.6 0.8 

Fig. 25. Sketch of the thickness function (thick solid line), real and ideal correction 
function (thin solid and dashed lines) and residual error (dotted line, offset 0.4). 
For a cut at 0.5. Units are arbitrary, the relative width of the cut is exaggerated to 
improve the visibility of the effects. 

to keep the cut orientation perpendicular for the first cut and add material 
on both sides of the cut such that the extra current carried by these rims 
compensate for the lost current density in the cut as illustrated in Figure 
25. Since the slope of 4)(r) respectively the current density j(r) is still small 
at the periphery of the inner zone, the error in the cut zone stays low and 
limited to a radial zone of less than 1mm in a typical realization. For the 
large SNS-NSE correction coil assuming an inner zone diameter of 3cm and 
a cut width of 0.3mm the maximum error amplitude at the cut edges would 
reach f4 x 10-sTm, which already would yield considerable dephasing in a 
very small ring zone of the order of the projected cut area. Compared with 
the total beam cross section this is negligible. The superelevation can now 
be introduced as before simply by applying a factor (2 • • • 3) to the thickness 
function d(r) of the innermost zone only (not shown in the figure). 

10 Conclusion 

The challenge of field integral homogenization in ultra high resolution NSE 
spectrometers with large neutron beams requires optimized correction ele- 
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ments that combine high mechanical accuracy with high current carrying ca- 
pability and good neutron transmission. In addition special care has to be 
taken to avoid performance loss due to finite width of cuts, which are nec-
essary to achieve the spiral type topology. New manufacturing methods and 
designs have been proposed and (partly) tested to meet these requirements. 
Important features are: 1. The introduction of a split back plate that serves 
as mechanical stabilizer throughout the manufacturing process as well as heat 
conductor that enables water cooling from the periphery of the correction el-
ements. The latter allows the removal of dissipated heat in the KW regime. 
2. Oblique cuts with an adapted thickness profile to avoid the main identified 
source of residual inhomogeneity. The best suited materials are pure A] or Slg 
where Al is easier to machine and is expected to exhibit less parasitic neutron 
scattering whereas Mg produces less capture--y dose rate. The default is A] as 
material. Finally the finger that carry the current to the center of the coil is 
identified as "local' source of inhomogeneity. Designs with minimum current 
in the finger are to be preferred, i.e. as many radial zones as possible and 
probably use of a stack of correction coils (a pair) instead of only one. 
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detector of Dx ¼ Dy ¼ 30 mm we get d ¼
2" 10#64dmax: Also while tilting the Fresnel coil
three with Dj ¼ 0.11 yields a marginal higher
value d ¼ 9:7" 10#7 $ dmax: Evidently, accurate
stable positioning plays a major role to achieve

reasonable signal stability at the highest resolu-
tion. In particular superconducting main coils
have the additional difficulty that the active coils
are inside a cryostat where they have to be
supported such that the heat conduction is low.
The positions of the correction coils outside the
cryostat have to be rigidly related to the coil
positions inside the cryostat (see Fig. 4). The
correct position will be achieved by hexapods,
which will be developed amagnetically.
Also we performed some preliminary cooling

tests and found that the third Fresnel coil carrying
300A to correct a field integral of J ¼ 1Tm can be
cooled via conduction along the 1 cm thick Al
backplate; the heat is removed by a water circuit at
the periphery. If necessary the Fresnel coil may be
cooled in the centre with a gas flow to avoid ‘‘hot
spots’’ in the inner region. A prototype with the
above-mentioned manufacturing method and a
cooling mechanism has already been produced.

3. Summary and outlook

In our research and development work we
focused on the currently designed Fresnel coils
for the FZJ-NSE spectrometer, which uses three
aluminium Fresnel coils with a parabolic thickness
modulation. For usage in combination with super-
conducting main precession coils the current

ARTICLE IN PRESS

Fig. 2. A concave aluminium moulding blank is cut in semicircles on one half (first step). In the second step the cut half will be glued
on a fixation backplate and subsequently the second half of the moulding blank is cut. In the last step the second half of aluminium
moulding blank will be fixed at the second backplate. The contact finger is electron beam welded to the centre of the pseudospiral.

Fig. 3. Calculated phase map at the 2D-detector with the third
Fresnel coil shifted along the x-axis (Dx ¼ 100mm). The phase
of several neutron trajectories has been calculated through the
Fresnel and the size of the diameter measures the shift of the
phase as denoted in the plot. The red circles denote negative
phase shift and the positive black positive shifts.
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Pythagoras correction coils 



         


